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INTRODUCTION 

Data is a critical component in producing 

information. The veracity and correctness of 

data have an impact on the desired outcomes. 

According to study [1], data is something that 

is not yet obvious (row fact), and it must be 

processed in order to have significance. Data 

can take the shape of numbers, text, or other 

symbols, all of which can be processed or 

understood. Data can be collected as a 

consequence of observations, measurements, or 

from a variety of sources, including studies, 

surveys, recordings, and sensors. Data might be 

raw or processed [2]. 

Data categorization strategies employ both 

quantitative and qualitative data. Quantitative 

data is numerical or ordered data, whereas 

qualitative data is non-numerical data [3]. 

These two data formats are used in tandem. 

Classification approaches need objective 

qualities, which are often in the form of non-

numerical data.  

Problems that often arise in data processing 

are when users want to change data, for 

example changing numeric data to non-

numerical or vice versa. This is occasionally 

necessary for data processing purposes. 

However, it does not offer information about 
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changes in outcomes caused by changing data. 
This leads to discrepancies in analysis, which 
can either improve or degrade the results. 

In the ever-changing world of data analysis, 
the need to analyze and handle data in a more 
contextual manner is becoming increasingly 
essential. Converting numerical data into 
categories is one important method that has 
evolved. 

A variety of research investigate the effect 
of converting numerical data into categories or 
vice versa on analytical outcomes. The 
Association Rule General Analytic System 
(ARGAS) technique was employed to evaluate 
non-numerical social media data [4]. The 
ARGAS technique was successful in 
constructing important analysis. The 
normalized correlation coefficient is used in 
research [5] to transform non-numerical data 
series to numerical data series. Dynamic Time 
Warping (DTW) metrics are employed to 
examine the relationship. This method has a 
significant impact on enhancing DTW 
accuracy. Apart from that, categorical data has 
been successful in producing data analysis in a 
several of industries such as education, health, 
and telecommunications [6]. Data classification 
aids in the production of the appropriate 
analysis. 

Based on the description provided, the 
purpose of this study is to examine the 
influence of data categorization on the 
information supplied. The challenge employs 
Maternal Health Risk data, with all 
characteristics being numerical. The influence 
may be observed in the classification results 
obtained using three classification algorithms 
namely RF, K-NN, and SVM by splitting the 
data five times. These three methods frequently 
combine data of diverse types. However, there 
are currently few that examine the effect of data 
changes on the model generated by the 
methods. In research [7], it was explained that 
to provide a fair outcome and eliminate bias in 
model evaluation, the subset data utilized in 
training and testing must be distinct. This is 
why these three methods were selected to 
support the idea of this research. 

This study's contribution is in the data 
categorization method, which employs criteria 
linked to Maternal Health Risk data 
arrangements and use the Gini Index technique 
to minimize the number of instances. Here are 
the relevant arrangements: 

Table 1.  Arrangements of Categorized Data 
Attributes References 

Age Regulation of the Minister of 
Health of the Republic of 
Indonesia Number 25 of 2016 

Systolic BP Peralta, et. al,2014 
Diastolic BP Peralta, et. al, 2014 
Blood Sugar Wahyuni, et. al, 2022 
Body Temp Geneva, et. al, 2019 
Heart Rate Tangirala, et, al, 2020 (Gini 

Index) 
Risk Level - 

Maternal Health Risk Data is a UCI 
Machine Learning dataset with a variety of 
variables. This dataset is data that classifies the 
risk of maternal death into 3 levels, namely 
High Risk (HR), Mid Risk (MR) and Low Risk 
(LR). This information has been thoroughly 
analyzed in several researches [8][9][10]. Aside 
from that, a number of additional research, 
employ the same attributes as the Maternal 
Health Risk dataset but are categorized using 
different algorithms [11][12][13][14]. The 
previous research did not categorize data, thus 
it is believed that this new research would give 
a fresh perspective on data analysis by 
categorizing the data. 

MATERIAL AND METHODS 

Classification Algorithm 
Random Forest (RF) 

RF is an algorithm that mixes numerous 
randomly generated decision trees to provide 
more accurate predictions [15]. In a number of 
studies, RF consistently outperforms 
alternative classification algorithms such as 
SVM, Neural Network and Decision Tree 
[16][17][18]. Equation (1) depicts the RF 
algorithm form. 

 
𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛: 𝑇(𝑥) =
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K-Nearest Neighbor (K-NN) 
Classification and regression problems can 

be solved by K-NN with an input of k closest to 
the data set [19][20]. To solve classification 
problems with the K-NN algorithm, it is 
necessary to understand the following basic 
steps: 
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1) Determine k positive integers based on the 
availability of learning data. 

2) Select k nearest neighbors from the new 
data. 

3) Determine the most common classification 
in step 2, using the highest frequency. 

4) Classification results from new data. 
 
The Euclidean Distance formula is used to 

calculate nearest neighbors. Data can be in one 
or more than one dimension in its 
implementation [21]. The following is the 
Euclidean Distance equation: 


=

−=
n

i
ii xxxxdis

0

2
2121 )(),(  (2) 

Where: 
  = Distance of data i to cluster center j 
  = The i data in the k data attribute 
  = The jth center point on the kth attribute 
 

Support Vector Machine (SVM) 
SMV is a linear classifier at its core, but it 

was designed to work on nonlinear data with a 
kernel concept in a high-dimensional 
workspace [22][23]. The SVM algorithm is 
executed in the following stages: 
1) Margin 

Equation for margin = 1

𝑤
         (3)  

where: 
𝑤 = margin weight   
Equation for largest margin: 
 (4) 
 (7.2) 
Where: 
𝑑(𝑋𝑇) = maximum margin 
𝑦𝑖     = label class 
𝑋𝑇     = training data 
𝛼𝑖          = weight value of each data point 
𝑏0     = SVM parameters/biases 
 

2) Hyperplane 
The basic hyperplane equation is formed by 
paying attention to the margins on both 
sides: 

1

2
||𝑤||

2
=

1

2
(𝑤1

2 + 𝑤2
2) (4) 

Then: 
𝑤𝑥𝑖 + 𝑏 = 0                  (5) 

Or 
𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏 = 0 (6) 

Where: 
𝑤 = margin weight 
𝑥 = data point 

𝑏 = biases 
3) Class 

Class boundaries are formed from the 
outermost data points (support vector) to 
form the desired hyperplane. Take a look at 
the margins in equations (4) and (6) with 
conditions.: 

𝑦𝑖(𝑤𝑥1 + 𝑏) ≥ 1  i=1, 2, 3, …N (7) 
 
Then the combined negative and positive 
hyperplane equations are: 
 

𝑦𝑖(𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏) ≥ 1     (8) 
 
Hyperplane for positive class: 

𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏 ≥ 1 𝑓𝑜𝑟 𝑦𝑖 = +1 (9) 
 
Hyperplane for negative class: 

𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏 ≤ −1 𝑓𝑜𝑟 𝑦𝑖 = −1 (10) 
 
Dimana: 
𝑏 = biases 
𝑥 = data point 
𝑦 = class 
 

Gini Index 
Classification errors due to random 

selection can be measured using the Gini index. 
The lower the Gini Index, the less likely 
misclassification [24]. The calculation formula 
is as follows: 

 
𝐼𝐺(𝑖)  = 1 − ∑ 𝑓2(𝑖, 𝑗)𝑚

𝑗 = 1  (11) 
 
Where : 
𝑖  = variable value  
𝑓 = number of samples belonging to class j in  
      data set i  
𝑚 = number of classes in the data set 
 

If all samples in the data set belong to the 
same class, the Gini Index reaches zero, 
indicating a low level of impurity. In contrast, 
if the samples are distributed evenly across all 
classes, the maximum value 1 is obtained, 
indicating a high level of impurity. The 
decision-making process in a decision tree 
using the Gini splitting index is as follows: 

 
1) Calculate the Gini Index for each split 

based on certain attributes. 
2) Choose the slice that has the lowest Gini 

Index as the choice for dividing the data. 
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3) Repeat the process at each node in the 
decision tree. 

 
Choosing the attributes and cut values that 

result in the lowest Gini splitting index aids in 
the construction of an optimal decision tree for 
data classification. The better the separation 
performed by the attribute, the lower the Gini 
splitting index value. The Gini splitting index is 
calculated using the formula below. 

  
𝐺𝐼𝑁𝐼𝑠𝑝𝑙𝑖𝑡  = ∑

𝑛𝑖

𝑛
𝐺𝐼𝑁𝐼(𝑖)

𝑝
𝑖 = 1  (12) 

Where : 
𝑛𝑖          = total sample included in class i  
𝑛           = total of all data  
𝐺𝐼𝑁𝐼(𝑖) = Gini index value  
 
Principal Component Analysis (PCA) 

PCA is a technique for decreasing the 
complexity of high-dimensional data while 
maintaining trends and patterns. It achieves this 
by compressing the data into fewer components 
(attributes), which may be thought of as feature 
analysis [25]. In this study, PCA simplified the 
attributes, resulting in a total of six. 
 
Data Category 

The concept of converting numerical data to 
non-numerical data in the form of 
categorization entails a number of provisions 
pertaining to the maternal health risk data used 
in this study. Age, Systolic BP, Diastolic BP, 
Blood Sugar, Body Temp, Heart Rate, and Risk 
Level are among the attributes chosen for 
processing. Except for the Risk Level, all data 
in attributes is numerical. The data is classified 
according to the arrangements, as shown in 
Table 1. The attributes of the maternal health 
risk dataset are classified as follows. 
 
Age Attribute 

The age attribute data is classified in 
accordance with the Regulation of the Minister 
of Health of the Republic of Indonesia No. 25 
of 2016 [26]. Age ranges are regulated in this 
regulation, so that age data is classified as 
follows: 

Table 2. Age Category 
Interval (years) Category 

5-11 Children 
12-17 Teenager 
18-59 Adult 
>60 Elder 

 

Systolic BP Attribute 
Data on the Systolic Blood Pressure 

(Systolic BP) attribute is the blood pressure that 
occurs when the heart muscle contracts to pump 
blood through the arteries throughout the body 
[27], so systolic blood pressure for pregnant 
women is categorized as follows: 

Table 3. Systolic BP Category 
Interval Category 

Systolic<120 Under 
Systolic=120 Normal 
120<Systolic<129 Elevated 
129<Systolic<139 High Blood 

Pressure Stage 1 
139<Systolic<180 High Blood 

Pressure Stage 2 
Systolic>180 Hypertensive Crisis 

 
Diastolic BP Attribute 

Data on the Diastolic Blood Pressure 
(Diastolic BP) attribute is the blood pressure in 
the arteries when the heart is resting or relaxing 
[27], so diastolic blood pressure for pregnant 
women is categorized as follows: 

Table 4. Diastolic BP Category 
Interval Category 

Diastolic<80 Under 
Diastolic=80 Normal 
80<Diastolic<89 High Blood 

Pressure Stage 1 
89<Diastolic<120 High Blood 

Pressure Stage 2 
Diastolic>120 Hypertensive Crisis 

 
Blood Sugar Attribute 

Blood Sugar is the amount of glucose a 
person has in their blood at a certain time. 
According to [28], a person has high blood 
sugar if the blood sugar at any time is more than 
200 mg/dL, or 11 millimoles per liter (mmol/L) 
and has low blood sugar if the level drops 
drastically below 70 mg/dL or 3.9 millimoles 
per liter (mmol/L). 

 
Body Temp Attribute 

Body Temp is the temperature of the human 
body during activities. In research [29], human 
body temperature is categorized as normal if it 
is at 98 °F and categorized as high if it exceeds 
98 °F. 

Heart Rate Attribute 
Heart rate is the number of times a person's 

heart beats per minute. The normal heart rate 
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varies from person to person, but for adults, the 
normal range is 60 to 100 beats per minute. A 
normal heart rate, on the other hand, is 
dependent on the individual, age, body size, 
heart condition, activity level, use of certain 
medications, and even air temperature [30]. 
Because the dataset contains heart rates ranging 
from 60 to 100, it was divided using the Gini 
Index. 

The following calculations are performed 
using equation (11). For example, for the heart 
rate attribute with a value of 60, there are 39 
data points, with 19 in the LR category, 10 in 
the MR category, and 10 in the HR category. 
There are 461 data for the heart rate attribute 
with a value of >60, with 206 data in the LR 
category, 113 data in the MR category, and 142 
data in the HR category. The Gini index value 
is calculated in the following manner. 
 
For <=60 : 
IG(≤60)=1-((19/39)^2+(10/39)^2+(10/39)^2 )  
IG(≤60) =1-(0,2373+0,0657+0,0657)  
IG(≤60) =1-0,3687  
IG(≤60) =0,6313  
 
For >60 : 
IG(>60)= 
1-((206/461)^2+(113/461)^2+(142/461)^2 )  
IG(>60)=1-(0,1996+0,0601+0,0948)  
IG(>60)=1-0,3545  
IG(>60)=0,6455  

  
After determining the Gini index value, the 

Gini Splitting Index value is calculated. The 
Gini Splitting Index value can be calculated 
using equation (12): 

 
GINI_split=(39/500×0,6313)+(461/500×0,645
5)    
GINI_split=(39/500×0,6313)+(461/500×0,645
5)    
GINI_split=0,0492+0,5951   
GINI_plit=0,0492+0,5951   
GINI_split=0,6443   

 
The Gini Splitting Index for the heart rate 

attribute with a value range of =60 to >60 is 
0.6443. The same process is used to calculate 
the other value ranges for the heart rate 
attribute. Table 5 shows the results of the Gini 
Index and Gini Splitting Index calculation 
processes. 

 
 

Table 5. Heart Rate Category 
Heart 
Rate 

Risk Level  
Total 

 
Gini 

Indeks 

Splitting 
Index Low 

Risk 
Mid 
Risk 

High 
Risk 

<=60 19 10 10 39 0,6312 0,6443 

>60 206 113 142 461 0,6454 

<=65 21 12 10 43 0,6295 0,6438 

>65 204 111 142 457 0,6452 

<=66 46 21 25 92 0,6241 0,6437 

>66 179 102 127 408 0,6481 

<=67 46 23 28 97 0,6356 0,6444 

>67 179 100 124 403 0,6465 

<=68 46 24 28 98 0,6381 0,6444 

>68 179 99 124 402 0,6459 

<=70 111 61 51 223 0,6251 0,6376 

>70 114 62 101 277 0,6476 

<=75 115 61 55 231 0,6257 0,6386 

>75 110 62 97 269 0,6496 

<=76 148 81 67 296 0,6239 0,6311 

>76 77 42 85 204 0,6415 

<=77 178 86 80 344 0,6157 0,6232 

>77 47 37 72 156 0,6399 

<=78 180 99 85 364 0,6270 0,6242 

>78 45 24 67 136 0,6167 

<=80 203 111 112 426 0,6359 0,6296 

>80 22 12 40 74 0,5931 

<=82 209 113 112 434 0,6337 
0,6228 

>82 16 10 40 66 0,5509 

<=86 211 122 125 458 0,6423 
0,6283 

>86 14 1 27 42 0,4751 

<=88 225 123 141 489 0,6419 
0,6278 

>88 0 0 11 11 0 

<=90 225 123 152 500 0,6446 
0,6446 

>90 0 0 0 0 1 

According to Table 5, the Heart Rate 
attribute has the smallest Gini Index value, 
namely 0.6228, with a value range between =82 
and >82, so this range is used as an example for 
the Heart Rate attribute. 

RESULT AND DISCUSSION 

The Python programming language is used 
to process data in this study. The RF, K-NN, 
and SVM algorithms are used to classify the 
dataset. To determine whether data 
categorization has an effect on the classification 
model, the processing is repeated twice, once 
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with the initial dataset and once with a dataset 
that has been categorized using the arrangement 
in Table 1 and the Gini Index.  

 
Classification Results of Initial Data 

Each classification algorithm's classification 
process refers to the previously presented 
equation. Equation (1) refers to RF 
classification, equation (2) refers to K-NN, and 
equations (3)-(10) refer to the SVM algorithm 
process. Table 6 shows the initial 500 data 
points 
 
Table 6. Initial Dataset Points 
Age Systolic 

BP 
Diastolic 

BP 
Blood 
Sugar 

Body 
Temp 

Heart 
Rate 

Risk 
Level 

25 130 80 15 98 86 HR 

35 140 90 13 98 70 HR 

29 90 70 8 100 80 HR 

30 140 85 7 98 70 HR 

35 120 60 6.1 98 76 LR 

23 140 80 7.01 98 70 HR 

23 130 70 7.01 98 78 MR 

35 85 60 11 102 86 HR 

32 120 90 6.9 98 70 MR 

42 130 80 18 98 70 HR 

…. …. …. …. …. …. …. 

16 120 75 7.9 98 7 LR 

 
Figure 1-3 depicts the classification results of 
the three algorithms. 

 
Fig 1. The RF visualization of initial dataset 

The RF algorithm is depicted in Figure 1. 15 
trees were used in the classification process. 
The process of aggregating all trees yields 
classification rules or models. The experiment 
was repeated five times, with the data divided 
into two categories: training data and testing 
data. The confusion matrix was used to test all 
models, with the highest accuracy of 88.5%. 

The K-NN algorithm classification is 
performed by selecting the 5 nearest neighbors 
as determined by equation (2). Figure 2 depicts 
a visualization of the K-NN model. The K-NN 
model was developed through five experiments 
in which the data was divided into two 
categories: test data and test data. The highest 
model accuracy is obtained by dividing 95% of 
training data by 5% of testing data, yielding a 
value of 85%. 

 
Fig 2. The K-NN visualization of initial dataset 

The SVM algorithm is then used for 
classification. Figure 3 depicts a visualization 
of the hyperplane constructed from the first 500 
datasets. High-dimensional data is included in 
Maternal Health Risk data. Aside from the large 
amount of data, this dataset consists of 
numerical data with extremely close instance 
proximity. The hyperplane visualization is 
shown in equations (3)-(10) as follows: 

 
Fig 3. The SVM visualization of initial dataset 
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Figure 3 depicts a well-formed hyperplane. 
The same test was performed on all SVM 
models. With an accuracy value of 76.9%, the 
model with the highest accuracy is divided into 
95% training data and 5% testing data. 
 
Classification Results of Categorized Data 

In this classification, the initial dataset in 
Table 6 is categorized following the 
arrangements in Table 1, with the following 
results in Table 7 and 8. The attributes of Age, 
Systolic BP, Distolic BP, Blood Sugar, and 
Body Temperature are the only attributes in 
numerical form and categorized by 
arrangements. Attribute of Heart Rate is 
categorized by the Gini Index. The dataset is 
then classified using the visualization, show in 
Figure 4. 

 
Table 7. Dataset Categorized 

No Age Systolic BP Diastolic 
BP 

Blood 
Sugar 

1 Adult 
High Blood 

Pressure 
Stage 1 

Normal High 

2 Adult 
High Blood 

Pressure 
Stage 2 

High 
Blood 

Pressure 
Stage 2 

High 

3 Adult Under Under Normal 

4 Adult 
High Blood 

Pressure 
Stage 2 

High 
Blood 

Pressure 
Stage 1 

Normal 

5 Adult Normal Under Normal 

6 Adult 
High Blood 

Pressure 
Stage 2 

Normal Normal 

7 Adult 
High Blood 

Pressure 
Stage 1 

Under Normal 

8 Adult Under Under Normal 

9 Adult Normal 

High 
Blood 

Pressure 
Stage 2 

Normal 

10 Adult 
High Blood 

Pressure 
Stage 1 

Normal High 

…. …. …. …. …. 

500 Teenager Normal Under Normal 

 
 
 
 
 
 
 

Table 8. Dataset Categorized Continue 
No Age Body 

Temp 
Heart 
Rate 

Risk  
Level 

1 Adult Normal >82 HR 

2 Adult Normal <= 82 HR 

3 Adult High <= 82 HR 

4 Adult Normal <= 82 HR 

5 Adult Normal <= 82 LR 

6 Adult Normal <= 82 HR 

7 Adult Normal <= 82 MR 

8 Adult High >82 HR 

9 Adult Normal <= 82 MR 

10 Adult Normal <= 82 HR 

…. …. …. …. …. 

500 Teenager Normal <= 82 LR 

 

Figure 4 shows the RF algorithm using 
categorized data. The classification process 
employs 15 trees and the same iterations as the 
initial dataset classification. Because the 
categorized dataset is high-dimensional, 
Python uses Principal Component Analysis 
(PCA) to create the model. Because 
determining the data hyperplane is difficult, 
PCA is required. The highest RF accuracy is 
found at 85% and a data split of 15% for a total 
of 78.9%.  

 
Fig 4. The RF visualization of categorized 

dataset 
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The K-NN algorithm, as shown in Figure 5, 
creates a data group with five classes. PCA is 
used in processing to produce a consistent 
distribution of data in each class. The 
visualization, on the other hand, displays a wide 
range of data. On a split of 95% training data 
and 5% testing data, visualization shows the 
best classification with an accuracy of 76.9%. 

 
Fig 5. The K-NN visualization of categorized 

dataset 

Figure 6 shows a visualization of the results 
of the SVM algorithm classification. The 
categorized dataset generates a hyperplane at 
boundary 0, so the data class boundary is 
determined by the data closest to the boundary 
that can be formed. Changes in the shape of the 
dataset have a significant impact on the 
hyperplane's formation, resulting in strict data 
boundaries for high-dimensional data.  

 
Fig 6. The SVM visualization of categorized 

dataset 

Classification Model Testing 
 Confusion Matrix is used to test the model 

produced by the classification algorithm. This 
is to determine the model's feasibility, or 
whether it is acceptable. The highest 
classification model accuracy for each data split 
was presented in the previous explanation. In 
the three algorithms for the initial dataset and 
categorization dataset, the confusion matrices 
used are accuracy, precision, recall, and f1-
score. Figure 7-9 displays the complete 
confusion matrix values in question. 

The confusion matrix for the RF model is 
shown in Figure 7. The highest accuracy is 
found in different splits of training and testing 
data for each dataset, namely 95/5 percentage 
splitting for the initial dataset and 85/15 
percentage splitting for the categorized dataset.  

 

 
Fig 7. RF confusion matrix 

 
The categorized dataset has a lower 

confusion matrix than the initial dataset. The 
accuracy, precision, recall, and f1-score values 
are balanced at 85% and 15% splits. The RF 
model precision is 83.1% at 95% and 5% split. 
This demonstrates that the RF model from the 
categorized dataset performs well.  

Figure 8 shows that the categorized dataset 
has a greater influence on K-NN. The 95/15 
percentage splitting has the highest confusion 
matrix, while the 85/15 and 75/25 percentage 
splitting have the lowest. However, the K-NN 
model test results improved in the 65/35 and 
55/45 percentage splitting. This is inversely 
proportional to the confusion matrix initial data, 
where the confusion matrix decreases in splits 
other than 95/5 percentage. This means that the 
more balanced the training and testing data are, 
the better the K-NN model test results with a 
categorized dataset will be.  
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Fig 8. K-NN confusion matrix 

The final examination focuses on SVM 
classification. The results of the SVM model 
test are shown in Figure 9, where the highest 
accuracy, precision, recall, and f1-score values 
are in the 95/5 percentage splitting for both 
types of dataset. The confusion matrix values 
for all splits for categorized datasets in this 
study are higher than the initial dataset, with a 
decreasing tendency for balanced data splits. 
This demonstrates that SVM performance 
improves on categorized datasets. 

 
Fig 9. SVM confusion Matrix 

The accuracy of the classification models of 
the three algorithms tested using categorized 
datasets varies. The accuracy of the three 
algorithms decreases in models classified with 

RF and K-NN. However, the decrease in RF 
test results is still greater than 70%, whereas for 
K-NN it is less than 70%, implying that the K-
NN model has the lowest decrease in RF 
accuracy. In the SVM model, various 
conditions occur. The results of testing the 
model with the categorized dataset are actually 
higher than the results of testing the model with 
the initial dataset, with an average of more than 
70%. The findings of this study suggest that 
data categorization influences whether or not 
the classification model produced by the three 
classification algorithms is good. 

CONCLUSION 
Changing numerical data to non-numerical 

data in the form of categorization has a 
significant impact on the classification model's 
accuracy. Categorized data refers to rules, and 
using the Gini Index to reduce or increase the 
number of instances can affect model testing 
results. The ability of the algorithm to read data 
determines whether a model's performance 
improves or degrades. The study's findings 
revealed that only the accuracy of the SVM 
algorithm increased when numerical data was 
replaced with non-numerical data, from 76.92% 
to 80.77%. This also demonstrated that the 
SVM algorithm performs better when the data 
changes from numerical to non-numerical.   

This study mentioned several other factors 
that influence classification model formation, 
such as data splitting during testing, 
randomization during the bootstrapping process 
in the RF algorithm, and determining cluster 
center points in the K-NN algorithm, as well as 
other processes that accompany the 
classification process, such as CPA when 
reading data with a high number of dimensions. 

This research can still be developed for 
scientific purposes by testing categorized data 
on other classification algorithms such as 
Neural Network and AdaBoost. For appropriate 
datasets, the categorization process can also be 
carried out using Python. It is hoped that the 
findings of this study will shed light on the 
performance of classification algorithms and 
increase understanding of data utilization. 
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