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Abstract 

 
Electrical power requirements at load centers tend to change over time, so the State 

Electricity Company (PT. PLN) as a provider of electrical energy must be able to 

predict electrical load requirements every day. The city of Tarakan as a reference center 

in the northern region of Indonesia is developing rapidly. Along with this growth, the 

need for electric power is of course also increasing, so we must be able to provide an 

economical and reliable electric power supply system. This research aims to predict the 

electricity load at PT. PLN (Persero) Tarakan City. The author will carry out short-

term forecasting using time series data in the form of daily electrical power usage data 

using the Autoregressive Integrated Moving Average (ARIMA) method. The ARIMA 

model or often called the Box-Jenkins technique is a method suitable for forecasting a 

number of variables quickly and simply because it only requires variable data. Analysis 

based on the Box-Jenkins time series taking into account the influence of seasonal 

patterns. Forecasting results show the data contains a daily seasonal pattern with a 

Mean Absolute Percentage Error (MAPE) of 3 percent.          
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INTRODUCTION 

In general, all activities carried out by 

humans are based on forecasting and decision 

making in situations that contain uncertainty. 

Electrical load forecasting studies are needed in 

the operation of electric power systems, be it in 

operating systems, load growth, scheduling of 

generation systems and also maintaining the 

stability of the electric power system. 

Estimating the electric power generated so that 

it is the same as that consumed is also part of 

the forecasting study. An imbalance in 

electrical power will result in blackouts or 

otherwise a waste of electrical energy. Much 

literature describes the techniques and methods 

applied in forecasting studies. These include 

analytical approaches based on linear 

regression[1]–[3], time series approaches[1]–

[5], and artificial intelligence such as artificial 

neural networks[4], [6] and fuzzy logic[7]. 

Likewise, this forecasting study is used to 

predict future electrical loads, to achieve a 

balance of electrical power in the generating 

system and load. 

Time series forecasting studies use a 

quantitative approach with past data collected 

and used as a reference for the future. Time 

series forecasting techniques are divided into 

two parts. First, statistical mathematical models 

such as moving averages, exponential 
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smoothing, regression and ARIMA[8], [9]. 

Second, artificial intelligence models such as 

neural networks, genetic algorithms, simulated 

annealing, and generic programming. 

However, the problems encountered in the real 

world are non-stationary or non-linear data. An 

accurate and effective tool is needed to predict 

the behavior of the data. Besides that, the 

problem of forecasting using neural networks 

that is often encountered is the problem of 

overfitting, where the model that is made only 

produces output for the data that is trained and 

not for the data that is validated. 

Research that leads to the study of time 

series electric load forecasting is growing, 

especially the Box-Jenkins ARIMA model. 

Researchers have carried out short-term 

electricity load forecasting studies[5][10]–[12]. 

Time series modeling related to energy 

management and estimation of electricity load 

prices[13], [14]. 

In this study, short-term electrical load 

forecasting modeling will be carried out using 

time series ARIMA at the generation unit of PT. 

PLN (Persero) Tarakan City. The generating 

system runs continuously and works based on 

customer requests. The results of this study are 

expected to get the best data forecasting model 

for daily electricity loads. The data used in this 

study is univariate data taken from the 

electricity load production process during 

January 2019 from a total of eleven types of 

PLTU, PLTG, and PLTMG generation. 

This study aims to determine the 

characteristics of the daily electricity load data 

for the Generation Unit of PT. PLN (Persero) 

Tarakan City in 2019. Next, make a model and 

predict the daily electricity load of PT. PLN 

(Persero) Tarakan City based on training data 

and daily electricity load testing in January 

2019. 

MATERIAL AND METHODS 

Forecasting Short Term Electricity Load 
Forecasting is the prediction of the values of 

a variable to a known value of that variable or a 

related variable. Forecasting can also be based 

on judgmental expertise, which in turn is based 

on historical data and experience. Short-term 

electric load forecasting is for a period of 

several hours to one week, taking into account 

various information that causes the electrical 

load to fluctuate in the system[15]. 

The load on the electric power system is the 

consumption of electric power from electricity 

customers. Therefore the size of the load and its 

changes depend on the needs of the customers 

for electricity. There is no exact calculation of 

how much the system load will be at any one 

time, what is usually done is to make an 

estimate of the load. 

In the operation of the electric power 

system, efforts are made so that the generated 

power is not wasted or vice versa[16]. So the 

problem of load estimation is a very decisive 

issue for electricity companies, both from a 

managerial and operational perspective, and 

therefore needs special attention. To be able to 

make good load estimates, it is necessary to 

analyze the daily load data of electric power 

that has occurred in the past. 

Time Series Modeling 
The ARIMA method, also known as the 

Box-Jenkins method, is a model intensively 

developed by George Box and Gwilyn Jenkins 

in 1970. However, the Box-Jenkins ARIMA 

forecasting model still dominates many areas of 

research to date. ARIMA uses two algorithms, 

namely autoregressive (AR) and moving 

average (MA), and includes integrated 

elements to handle non-stationarity with the 

differencing method[17]. One of the stationary 

conditions is that the data pattern does not 

significantly contain a trend pattern[18]. 

ARIMA uses two algorithms, namely 

autoregressive (AR) and moving average 

(MA), and includes integrated elements to 

handle non-stationarity with the differencing 

method. To see the nature of MA, use the 

autocorrelation function (ACF) which 

represents the relationship between series of 

observations in a time series. MA is expressed 

as the number of ACF values from lag 1 to lag 

k sequentially which lie outside the confidence 

interval Z. Meanwhile, to see the nature of AR, 

we use the partial autocorrelation function 

(PACF). In general, the ACF and PACF values 

are 1 or 2, it is rare to find AR and MA 

properties with values greater than 2. 

Generally, a non-seasonal time series can be 

modeled as a combination of past values and 

past errors, denoted as ARIMA(𝑝, 𝑑, 𝑞) can be 

written as: 

𝜙𝑝(𝐵)(1 − 𝐵)𝑑𝑍𝑡 = 𝜃0 + 𝜃𝑞(𝐵)𝑎𝑡           (1) 

With ∅𝑝(𝐵) = (1 − ∅1𝐵−. . . −∅𝑝𝐵
𝑝) is an 

AR(𝑝) operator, 𝜃𝑞(𝐵) = (1 −
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𝜃1𝐵−. . . −𝜃𝑞𝐵
𝑞) is an MA(𝑞) operator. Where 

B is the backward shift operator and 𝑎𝑡 is the 

purely random process. 

In practice, time series contain seasonal 

periodicities. The ARIMA model is generalized 

so that it is defined as the Seasonal ARIMA 

model (SARIMA). The general ARIMA 

procedure is represented as follows[19]: 

∅𝑝(𝐵)Φ𝑃(𝐵
𝑠)(1 − 𝐵𝑠)𝑑(1 − 𝐵𝑠)𝐷𝑍𝑡 = 

𝜃𝑞(𝐵)Θ𝑄(𝐵
𝑠)𝑎𝑡           (2) 

With 𝜙𝑝(𝐵) = 1 − 𝜙1𝐵 −

𝜙2𝐵
2−. . . −𝜙𝑝𝐵

𝑝 is a non-seasonal operator 

AR(𝑝), Φ𝑃(𝐵
𝑠) = 1 − Φ1𝐵

𝑠 −
Φ2𝐵

2𝑠−. . . −Φ𝑃𝐵
𝑃𝑠 is a seasonal operator 

AR(𝑃), 𝜃𝑞(𝐵) = 1 − 𝜃1𝐵 − 𝜃2𝐵
2−. . . −𝜃𝑞𝐵

𝑞  

is a non-seasonal MA(𝑞), Θ𝑄(𝐵
𝑠) = 1 −

Θ1𝐵
𝑠 − Θ2𝐵

2𝑠−. . . −Θ𝑄𝑄
𝑄𝑠 is a seasonal 

operator MA(𝑄). Where B is the backward shift 

operator and 𝑎𝑡 is the purely random process. 

The original series 𝑍𝑡 is differenced by 

appropriate differencing to remove non-

stationary terms. While (1 − 𝐵)𝑑 dan (1 − 𝐵)𝐷 

are the non-seasonal and seasonal differencing 

operators. If the integer D is not zero, then 

seasonal differencing is onvilved. The above 

model is called a SARIMA model of 
(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄). If d is not-zero, then there is 

a simple differencing to remove trend, while 

seasonal differencing (1 − 𝐵𝑠)𝐷 may be use to 

remove seasonality. Basically, the value of d 

and D are usually zero or one and rarely two. 

ARIMA Box-Jenkins Model Procedure 
Data analysis was carried out using the 

ARIMA method with the help of statistical 

software, namely MINITAB 14. The steps for 

applying the ARIMA method successively 

are[17]: 

a. preparation of data, including checking 

of data stationary. 

b. model identification in ARIMA. 

Through the ACF and PACF plots we 

can determine the ARIMA model that 

can be used in predictions. 

c. determination of parameters 𝑝, 𝑑 and 𝑞 

in ARIMA. 

d. determination of the ARIMA model 

equation. The coefficients used are 

generated from the results of the 

parameter analysis of the ARIMA model 

with the smallest MSE (mean square 

error). 

e. predictive parameter validation. 

f. prediction. 

The next step is to use the best model for 

prediction. If the best model has been 

determined, the model is ready to be used for 

predicting the daily electricity load at the 

Generation Units of PT. PLN (Persero) Tarakan 

City due to usage on the load side. 

RESULT AND DISCUSSION 

The data used in this study are secondary 

data, namely electricity production data at the 

Generation Unit of PT. PLN (Persero) Tarakan 

City throughout January 2019. The data is data 

that is measured every one hour. The data used 

for training is 336 and the data used for testing 

is 24 data. The research variable used in this 

study is 𝑍𝑡 , which is the electrical load in MWH 

units. 

Data Stationarity 
The initial step is in the form of plotting the 

daily electricity load data at the PT. PLN 

(Persero) Tarakan City throughout January 

2019 is shown in Figure 1. 

 
Fig 1. Time series plot of 𝑃𝑙𝑜𝑎𝑑. 

Figure 2 shows the daily electricity load data 

at PT. PLN (Persero) Tarakan experiences 

fluctuations and tends to experience trends as in 

the data plot with the influence of the trend with 

the regression equation 𝑍𝑡 = 27789 + 16.7𝑡. 

 
Fig 2. Trend analysis plot for 𝑃𝑙𝑜𝑎𝑑 . 
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The temporary conclusion shows that the 

data is not stationary because it is still changing 

over time. Apart from using data plots to 

determine the characteristics of the data, data 

plots can also be observed through the 

coefficients of the Autocorrelation Function 

(ACF) and Partial Autocorrelation Function 

(PACF). 

 

 

Fig 3. The ACF of 𝑍𝑡. 

From Figure 3 it can be seen that the 

autocorrelation coefficient differs significantly 

from zero and decreases slowly. Meanwhile, all 

partial autocorrelation coefficients are close to 

zero after the first lag. It can be seen in Figure 

4 that the lag parameter MA cuts off but in fact 

it still indicates it dies down after the second 

lag. Referring to the |𝑇| > 2 data for the initial 

lags, it indicates that the data is not stationary at 

the mean, even though the ARIMA method 

requires data to be stationary[19]. 

 

 

Fig 4. The PACF of 𝑍𝑡. 

Because of that it is necessary to do a 

differencing method. The results can be seen in 

Figure 5 below. 

In Figure 5 it can be seen that the data has 

gone through a level 1 differentiation process. 

From this data it can be observed that there is 

data that is already stationary. The 

differentiation process that has been carried out 

indicates that the value of d that can be used is 

the value of 𝑑 = 1. 

After the data is stationary, a plot is carried 

out to see the ARIMA model to be used. By 

looking at the ACF and PACF plots as shown 

in Figure 6 and Figure 7. 

 

 

Fig 5. Time series plot after difference. 

 

Fig 6. Plot ACF after difference (𝑑 = 1). 

 

Fig 7. Plot PACF after difference (𝑑 = 1). 

It can be seen that the ACF data at the 

beginning of the lag dies down and cuts off at 

lag 5 in Figure 6. Likewise, the PACF data at 

the initial lag tends to die down and will cut off 

at lag 7 and then the data pattern indicates a cut 

off in Figure 7. The basis used to determine the 

model is as follows [8]: 



Ismit M., Achmad B., & Aris T., Short-Term Forecasting Daily Electricity ... 97 

 

 

▪ If the ACF shows a dying down pattern, 

and PACF shows a cut off, then it can be 

said that the ARIMA model is pure AR. 

▪ If ACF shows a cut off pattern, and 

PACF shows dying down, then it can be 

said that the ARIMA model is a pure 

MA. 

▪ If ACF and PACF show dying down, it 

can be said that the ARIMA model is a 

combination of AR and MA 

From Figures 6 and 7 it can be seen that the 

ACF and PACF coefficients decrease 

exponentially. If ACF and PACF decrease 

exponentially or rapidly, this indicates that the 

ARIMA model that can be used is the 

ARIMA(𝑝, 𝑑, 𝑞). 
To find out more detailed ARIMA 

parameter values, the 𝑝, 𝑑 and 𝑞 parameters are 

determined. The level of prediction accuracy 

can be measured by the smallest MSE value so 

that a decision can be made if a model is 

feasible to use[20]. 

Because based on the correlation data after 

the differencing process, it is found that there 

are indications that both ACF and PACF die 

down, so the model is an ARIMA(1,1,1). 
However, because of the cutoffs on the AR and 

MA parameters, there is a possibility that it will 

also be ARIMA(0,1,1) or ARIMA(1,1,0). To 

test the significance of determining the ARIMA 

model, it is necessary to test several models by 

looking at the lowest MSE value from the 

identification of the ARIMA stationary model. 

Table 1.  Determination of 𝑝, 𝑑 and 𝑞 with MSE 
𝒅 = 𝟏 𝒅 = 𝟐 

Model MSE Model MSE 

(0,1,0) - (0,2,0) - 
(1,1,0) 5006097 (1,2,0) 7400374 

(2,1,0) 5019925 (2,2,0) 6316277 

(3,1,0) 4994964 (3,2,0) 6050771 

(0,1,1) 5006097 (0,2,1) - 
(1,1,1) 5019487 (1,2,1) - 

(2,1,1) 5027700 (2,2,1) - 

(3,1,1) 5010097 (3,2,1) - 

(0,1,2) 5019855 (0,2,2) - 
(1,1,2) 5034259 (1,2,2) 5084202 

(2,1,2) - (2,2,2) - 

(3,1,2) 5021423 (3,2,2) - 

(0,1,3) 4990631 (0,2,3) - 
(1,1,3) - (1,2,3) - 

(2,1,3) - (2,2,3) - 

(3,1,3) - (3,2,3) - 

From table 1 there are 32 models that can be 

used to predict electrical loads, but based on 

theory the smaller the MSE value produced by 

a model, the better the model. Unfilled MSE 

values indicate that the parameter cannot be 

estimated by Minitab. So it can be seen that the 

parameters 𝑝 = 0, 𝑑 = 1 and 𝑞 = 3 or 

ARIMA(0,1,3)with the smallest MSE value of 

4990631 can be used to predict PT. PLN 

(Persero) Tarakan City. 

The parameter determination results were 

obtained by ARIMA(0,1,3) with the following 

coefficients: MA(1,1) = 0.5549; MA(1,2) =
−0.021; MA(1,3 = −0.0963) and Constant=
0.4, an equation analysis for ARIMA(0,1,3) 
becomes: 

𝑍𝑡 = 0,4 + (1 − 0,5549𝐵 + 0.021𝐵2 

+0,0963𝐵3)𝑎𝑡             (3) 

 

Based on the results of forecasting data, the 

Mean Absolute Percentage Error (MAPE) is 7 

percent. In this study it needs to be analyzed 

again. If you refer to Figure 1, you can see that 

the data contains seasonal patterns every week. 

And based on Figure 6, it can be seen that lag 

12 and lag 24 in the ACF lag are still not 

significant. For this reason, it is necessary to re-

analyze by including seasonal patterns. 

The first step in building a seasonal ARIMA 

(SARIMA) model is to determine the amount 

of differentiation time to change the average 

data to stationary for both non-seasonal data 

and seasonal data[10]. 

The seasonal trend can be seen in the ACF 

coefficient of the results of the difference 

(𝑑 = 1), where it can be seen that the data is 

not significant at lags 12 and 24 in Figure 6 with 

the value |𝑇| the dominance is < 2, but at lag 

12, 24 has a value of > 2. 

 

 

Fig 8. Trend analysis plot after (𝑑 = 1). 

Because there is a seasonal pattern every 

week and the ACF data in Figure 6 is still not 

significant at lags 12 and 24, it is necessary to 

difference the seasonal pattern again (𝑑 =
1, 𝐷 = 12). 
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Figures 9 and 10 show the ACF and PACF 

plots after seasonal difference.  

 

 

Fig 9. Plot ACF after (𝑑 = 1, 𝐷 = 12). 

 

Fig 10. Plot PACF after (𝑑 = 1, 𝐷 = 12)  . 

Determination of dying down or PACF for 

SARIMA if the pattern is said to be cut off, as 

follows: 

a. the correlation coefficient is not 

significant at lag 2 or less for non-

seasonal lag. It is said to be insignificant 

if |𝑇| < 2 for non-seasonal, and 

b. not significant at lag +2 or less for 

seasonal lag. It is said to be insignificant 

if |𝑇| < 1.25. 

If If seen from the plot criteria, the ACF 

pattern is subsiding which indicates that the AR 

element has seasonal value. Meanwhile, the 

PACF plot has a cut-off pattern because the lag 

value is +2 or less significant < 1.25. 

For this reason, it can be assumed that the 

seasonal ARIMA model is 𝑝 = 1, 𝑑 = 1 and 

𝑞 = 1 or ARIMA(1,1,1). Then by looking at 

the ACF and PACF plots for non-seasonal and 

seasonal data, respectively, it can be seen that 

the suggested models are 
(0,1,3), (3,1,0), (0,1,1) and (1,1,0) for non-

seasonal and for seasonal are (0,1,1), (1,1,0) 
and (1,1,1). So there will be nine combinations 

of the SARIMA model with a periodicity of 12. 

MSE comparison for each SARIMA model 

Table 2.  Determination of 𝑝, 𝑑 and 𝑞 with MSE 
Model MSE 

(0,1,3)(0,1,1)12 2291026 

(0,1,3)(1,1,0)12 3455142 

(0,1,3)(1,1,1)12 2235663 

(3,1,0)(0,1,1)12 2337901 

(3,1,0)(1,1,0)12 3486753 

(3,1,0)(1,1,1)12 2256730 

(0,1,1)(0,1,1)12 2295398 

(0,1,1)(1,1,0)12 3487986 

(0,1,1)(1,1,1)12 2240484 

(1,1,0)(0,1,1)12 2546517 

(1,1,0)(1,1,0)12 3782306 

(1,1,0)(1,1,1)12 2475842 

 

The results of determining the parameters 

obtained by the best model based on MSE 

values are SARIMA(0,1,3)(1,1,1)12 with the 

following coefficients: AR(2,1) = -0,1561; 

MA(1,1) = 0.4984; MA(1,2) = 0.1021; 

MA(1,3) = -0.0899; MA(2,1) = 0.9150 and 

Constant = -1.40. The equation analysis for 

ARIMA(0,1,3)(1,1,1)12 becomes: 

(1 + 0,1561𝐵)𝑍𝑡 = 

(1 − 0,4984𝐵 − 0,1021𝐵2 + 0,0899𝐵3) 

(1 − 0,9150𝐵12)𝑎𝑡  (4) 

Based on the prediction results, a 

comparison of the electrical load with actual 

data (testing) with a MAPE of 3.23 percent is 

obtained, as shown in Figure 11 below. 

 

 

Fig 11. Plot the actual data model and the 

predicted results. 

CONCLUSION 

Based on the analysis and discussion that 

has been carried out, it is concluded that the 

prediction of the electrical load on the customer 

side of the Generation Unit of PT. PLN 
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(Persero) Tarakan City every hour with a daily 

peak load of 37397.4 MW and the lowest of 

25907.6 MW. The highest average 

consumption occurred at 18:00 WIB and the 

lowest occurred at 02:00. In the analysis of 

electric load forecasting by taking into account 

seasonal patterns, namely model the 

SARIMA(0,1,3)(1,1,1)12. 
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