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Abstract 

Fouling is a deposit inside heat exchanger network in a refinery has been identified as 

a major problem for efficient energy recovery. This heat exchanger network is also 

called Crude Preheat Train (CPT). In this paper, Multi Layer Perceptron (MLP) 

neural networks with Nonlinear Auto Regressive with eXogenous input (NARX) 

structure is utilized to build the heat exchanger fouling resistant model in refinery 

CPT and build predictive maintenance support tool based on neural network and 

HYSYS simulation model. The complexity and nonlinierity of the nature of the heat 

exchanger fouling characteristics due to changes in crude and product operating 

conditions, and also crude oil blends in the feed stocks have been captured very 

accurate by the proposed software. The RMSE is used to indicate the performance of 

the proposed software. The result shows that the average RMSE of integrated model in 

predicting outlet temperature of heat exchangerTH,out and TC,out between the actual 

and predicted values are determined to be 1.454 °C and 1.0665 °C, respectively. The 

integrated model is ready to usein support plant cleaning scheduling optimization, 

incorporate with optimization software.  
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INTRODUCTION 

Fouling in refineries Crude Preheat Train 

(CPT) is a very serious problem in realization 

of heat integration that consumes additional 

energy in the furnace and affects the plant 

operational cost. Understanding and predicting 

the fouling behavior in crude preheat train are 

very imperative to operate and maintain the 

CPT in an optimal manner, with minimum 

fouling deposit and operational intervention. 

However, fouling deposit is largely influenced 

by the properties of crude or crude blend being 

processed in CPT and operating conditions 

such as the temperatures and flow rates of cred 

and products.The fouling deposit mechanism is 

very complex phenomenon and consequently, it 

is difficult to develop an accurate fundamental 

model to predict the heat exchanger fouling rate 

for different crude blends and different 

operating conditions in refinery CPT.  

Nowday, neural networks have been utilized 

to build some model and it shown that it 

capability to approximate nonlinear functions 

up to high level of accuracy [1]. The technique 

has been applied in many thermal model and 

simulation[2][3][4] including the modelingin 

the the steady-state [5] and also modelingin the 

dynamic behavior of heat exchangers 

[6][7][8][9]. Several authors have used neural 

network for an alternative modeling method for 

the prediction of deposit of fouling [10]. 

The online fouling deposit detection and 

estimation througth the overall heat transfer 

coefficient (U) was reported in literature [11]. 

The neural networks are also robust in 

incomplete information than other modeling 

approaches such as the empirical models and 

correlations. Fast and accurate fouling deposit 

rate prediction by using the neural networks 

model is an added advantage value with less 

computational load. 

Commonly, the neural network fouling 

deposit prediction system reported in literatures 

are based on the shell and tube operating 

conditions and the model not include the 

properties of the processed fluid inside the heat 

exchanger [12]. In this paper, Multi Layer 

Perceptron (MLP) neural networks with 

Nonlinear Auto Regressive eXogenous input 

(NARX) structure is used to model fouling 

resistance in a heat exchanger in refinery CPT 

and it is integrated with HYSYS software, in 

order to simulate heat exchangers in CPT under 

clean and fouled conditions. 

 

METHOD 
 

The CPT under the present study consists of 10 

heat exchangers each of which has multiple 

shells operating in series and/or parallel modes. 

The schematic diagram of the CPT is shown in 

Figure 1. 

The operational data from plant historian 

in the Distributed Control System (DCS) is 

collected for a period of two years starting from 

January 2012 - January 2014. The data 

collected from the plant historian are inlet and 

outlet temperatures and flow rates of crude and 

products (heating medium). 
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Figure 1. The schematic diagram of the CPTAFAF 



Totok R. Biyanto N dkk, Modelling and …  15 

 
 

 

 

A rigorous simulation model of the preheat 

train that consisting of heat exchangers E-101 

to E-109 are developed under the HYSYS 

environment. The simulation models for 

individual heat exchangers are setup with the 

heat exchanger design data as per the design 

data sheet. 

Most of neural network use is feed 

forward architecture MultiLayer Perceptron 

(MLP) model architecture. The neural networks 

have a similar way as low order polynomial in 

fitting model, through training and validation 

using set of data. It models are a global 

approximation of a nonlinear multi-input multi-

output function. Commonly, the 

backpropagation and levenberg marquart 

learning algorithm are used to optimize the 

weigth ofthe networks. The different learning 

algorithms are available in literatures [13][14]. 
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where φ is external input, y is output, nφis 

number of input in an input layer, nhis number 

of hidden neurons in a hidden layer, W and w 

are weights, f and F are activation functions for 

hidden layer and output layer, respectively. 

Almostof the continuous system can be 

approximated to a acceptable degree of 

accuracy with the  neural network modelthat 

consist of the one hidden layer with the 

hyperbolic tangent activationand linear 

activation function in the output layer [15-17]. 

In order to model the dynamics of thefouling 

deposit resistance, Utilization of the artificial 

neural networks with NARX structure will be 

valuable for this purpose. 

NARX artificial neural networks structure 

can be utilized to model the systems based on 

time-series data. The input variables of the 

model consist of the present and past values of 

process inputs and outputs data. The output 

variables of the model are the fouling 

resistance, product and crude outlet 

temperature. Input variables consist of inlet 

temperatures of crude and product, flow rates, 

product properties, crude properties, and also 

the output variables at past time. The fouling 

rate for a certain day depends on the rate of 

fouling on previous day. Hence, the NARX 

structure can handle time series fouling 

characteristic. The equations of NARX 

structure can be expressed as follows: 

),....,,,,...,,(ˆ
2121 mn UUUYYYfY    (2) 

where n is number of output variables and m is 

number of input variables. Y and U are the 

output variables and input variables, 

respectively.The proposed fouling heat 

exchanger model based on neural networks is 

shown in Figure 2. 

The heat exchanger neural 

networkfouling model with NARX structure 

has some hidden neurons in a hidden layer, 

which is trained using Levenberg Marquard 

learning algorithm for 50 iterations/epochs.In 

order to build a predictive maintenance model, 

an integrated model between the neural 

network based fouling resistance model and a 

rigorous heat exchanger model in HYSYS is 

needed. The schematic diagram of this 

integrated model is shown in Figure 3. 
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Figure 2.  Input output of neural network for 

the heat exchanger fouling model 
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Figure 3.  Schematic diagram of integrated model
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Figure 4. Flowchart of integrated models software  
 

 

Product and crude properties are 

predicted using HYSYS from the inlet 

temperatures of product and crude together 

with crude blend information. Input variables 

of neural network model consist of, inlet 

temperatures of crude and product, flow rates, 

product properties and crude properties. The 

output variables of the model are the fouling 

resistance, product and crude outlet 

temperature. In the same time shell and tube 

heat transfer coefficients are calculated. 

The algorithm of heat exchanger models 

in CPT is shown in Figure 4. The algorithm 

starts from product and crude average 
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temperature prediction. Then it estimates the 

product and crude properties, calculates shell 

and tube heat transfer coefficient, predicts 

fouling resistance using neural network. Finally 

it simulates the rigorous heat exchanger model 

in HYSYS using information from design data, 

fouling resistance prediction from neural 

network model, and calculated shell and tube 

heat transfer coefficient. 

RESULTS AND ANALYSIS 

Data pre-processing consist of removing of 

missing data, outlier data and data 

reconciliation are performed. The overall heat 

transfer coefficient based on actual operating 

conditions and for the same operating 

conditions assuming no fouling on either side 

(clean condition) are calculated on daily 

average data for a period of 2 years. From these 

heat transfer coefficient values the fouling 

resistance for all heat exchanger is determined. 

The uniqueness of this fouling neural 

network model is that the neural network input 

data are coming from measurement and 

estimation, but the fouling resistance as output 

data of the neural network is calculated using 

the heat transfer method.  

 

Table 1. Details of NFIR neural network models developed for the heat exchangers in the crude 

preheat train 

 

Heat 

Exchanger 

No. of  

best 

hidden 

neurons 

RMSE, Training RMSE, Validation 

Rf Th,o Tc,o Rf Th,o Tc,o 

m
2
 K/W °C °C m

2
 K/W °C °C 

E-101 5 2.27E-04 1.545 1.033 3.32E-04 4.194 2.216 

E-102 7 3.01E-03 7.870 4.957 1.97E-03 5.827 2.778 

E-103 `9 1.36E-03 2.187 1.740 2.09E-03 6.157 3.318 

E-131 8 1.81E-03 4.005 2.020 1.94E-03 5.618 3.778 

E-104 3 4.49E-04 1.514 1.646 1.78E-03 3.285 4.026 

E-105 12 1.66E-03 2.389 1.702 4.99E-02 5.728 4.486 

E-106 6 3.89E-04 2.090 1.787 1.17E-03 4.153 4.616 

E-107 8 6.50E-04 4.209 2.223 7.38E-04 7.459 4.899 

E-108 10 7.24E-04 5.250 2.454 7.72E-04 12.204 6.125 

E-109 11 1.65E-03 5.511 2.608 5.83E-03 37.645 6.485 

 

Table 2. Details of NARX neural network models developed for the heat exchangers in the crude 

preheat train 

 

Heat 

Exchanger 

 

 

No. of  

best hidden 

neurons 

 

RMSE, Training RMSE, Validation 

Rf Th,o Tc,o Rf Th,o Tc,o 

m
2
 K/W °C °C m

2
 K/W °C °C 

E-101 9 2.43E-06 0.007 0.018 2.16E-05 0.164 0.164 

E-102 30 1.53E-06 0.007 0.002 7.66E-05 0.278 0.064 

E-103 20 4.60E-06 0.006 0.005 1.81E-04 0.096 0.276 

E-131 20 2.19E-05 0.034 0.014 3.04E-04 0.737 0.459 

E-104 9 1.25E-05 0.008 0.020 3.03E-04 0.063 0.322 

E-105 23 1.37E-05 0.011 0.035 6.55E-05 0.028 0.094 

E-106 9 1.05E-05 0.009 0.016 6.12E-04 0.057 0.229 

E-107 24 6.62E-07 0.005 0.002 1.66E-05 0.048 0.021 

E-108 15 5.39E-06 0.023 0.008 3.02E-04 0.228 0.243 

E-109 17 2.69E-06 0.013 0.006 1.59E-04 0.237 0.112 
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The NN model was trained and validated 

for different number of neurons in the hidden 

layer or hidden neuron (HN). The RMSE for 

each heat exchanger NFIR and NARX NN 

models during training and validation are 

reported in Table 1 and 2, respectively.  

The both tables show that the 

performances of NARX models have better 

RMSE than NFIR. Hence, the proposed NARX 

NN model is chosen as final model in this 

application. 

The performance of optimized artificial 

neural network model in predicting the outputs 

for the new input data set that not used during 

the training phase and verified during the 

validation phase will be described. A new data 

set from different period of operation was fed 

as input data to the model and the fouling 

resistance is predicted. The result RMSE 

average between the actual and predicted 

values during training and validation phase are 

determined to be to be 7.59E-06 and 2.04E-04 

m2°C/W, respectively.  

In general, the predicted fouling resistance 

by the neural networks model is in good 

agreement with the actual values. The complex 

nature of the heat exchanger fouling 

characteristics due to changes in operating 

conditions and crude oil blends (feed stocks) 

has been captured reasonably well by the 

model.  

The typical results of the simulation of the 

CPT under the conditions of fouling are shown 

in Figure. 5. The differences between the actual 

and predicted outlet temperatures by the CPT 

simulation model are show to be very small. 

The integrated simulation model can be 

simulated for operation in future and optimum 

cleaning schedule can be developed well in 

advance. A summary of RMSE values between 

the actual and predicted values using the 

integrated model during the training period and 

the validation period of neural network are 

shown in Table 3. The performance of 

integrated model in predicting the outputs for a 

new input data set, not used during the training 

phase, was verified during validation phase. A 

new data set was fed as input data to the model 

and the fouling resistance is predicted. The 

RMSE average of integrated model in 

predicting TH,out and TC,out between the 

actual and predicted values are determined to 

be 1.454 °C and 1.0665 °C, respectively 

 

Figure 5. Actual and integrated model 

prediction for product and crude 

outlet temperature 

Table 3.  RMSE values during the simulation of 

the integrated model 

  Heat 

Exchanger 
RMSE (

o
C) 

TH,out tC,out 

E-101 0.8 0.9 

E-102 1.1 1.5 

E-103 1.1 2.4 

E-131 3.5 2.9 

E-104 0.3 0.2 

E-105 0.1 0.3 

E-106 1.8 0.3 

E-107 2.2 0.8 

E-108 2.6 0.8 

E-109 1.0 0.7 

CONCLUSION 

A neural network model with NARX structure 

was proposed and developed to describe the 

complex behavior of heat exchanger fouling in 

CPT. The RMSE average of NARX neural 

network, between the actual and predicted 

values, during training and validation phase are 

determined to be to be 7.59E-06 and 2.04E-04 

m2°C/W, respectively. It was observed that the 

developed integrated model has a good 

predictive capability. The RMSE average of 

integrated model in predicting TH,out and 

TC,out between the actual and predicted values 

are determined to be 1.454 °C and 1.0665 °C, 

respectively. The integrated model that 

incorporated with NARX neural network model 
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is ready to use for plant cleaning scheduling 

optimization. 
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