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INTRODUCTION 

In an era where the need for targeted 

distribution of aid is increasingly urgent [1], 

clustering data on aid recipients is a crucial 

element in ensuring the efficiency and 

effectiveness of such distribution. In this 

context, boosting the efficiency and precision 

with which clusters are determined is critical to 

ensuring that aid beneficiaries are effectively 

targeted. With a data-driven approach, 

segmentation based on highly relevant and 

significant characteristics ensures that help 

beneficiaries are included in groups that truly 

require it. Income, work position, health issues, 

and social vulnerabilities are examples of such 

 

 

          
          

          
             

             

             
 

          
 

           

 

factors.  In  order  to  offer  a  more  accurate

answer, advanced data analysis techniques such

as  machine  learning  or  intelligent  algorithms

are  used  to  investigate  many  criteria  that  are

significant in establishing aid recipient clusters

[2],  [3],  [4].  An  approach  using  the  k-means

and K-Medoids methods, which is supported by

the  PCA  (Principal  Component  Analysis)

dimension  reduction  technique,  is  the  main

focus in this article.

  Clustering  is  a  data  analysis  method  that

defines homogenous groups in a data set and is

used extensively in a variety of industries  [5].

The  k-means  algorithms  is  now  widely  used

clustering  techniques  same  as  k-medoids  [6],

[7], [8]. Although both try to arrange data into
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clusters, each takes a different strategy. K-

means emphasizes centroid representation, 

whereas k-medoids employs real data points as 

cluster centers. These distinctions allow for 

distinct techniques to interpreting data 

structures and studying cluster formation. 

However, the accuracy of the generated clusters 

is frequently hampered by the data's high 

dimensionality and complexity that surpasses 

processing capabilities. 

Principal Component Analysis (PCA) has 

been shown to be successful in balancing the 

trade-off between accuracy and computational 

efficiency [9], [10] [11]. Using PCA to 

compress data dimensions into smaller but 

more meaningful dimensions is an appealing 

way to improve cluster quality. PCA attempts 

to summarize the information in the data by 

identifying the main components that are most 

informative or best represent the changes in the 

dataset [12], [13]. As a result, PCA minimizes 

data dimensionality without compromising 

crucial information. In [14], the PCA method is 

used to reduce variables in the k-means 

clustering algorithm. As a result, reducing the 

dimensionality of the dataset using the PCA 

method is proven to improve cluster quality. 

There is an increase in model quality in the 

application of PCA-k-means compared to 

traditional k-means. The increase in model 

quality is seen from the increase in clustering 

accuracy and the results of measuring cluster 

validity with the Davies-Bouldin Index show 

that PCA-k-means produces the smallest DB 

Index value compared to traditional k-means. 

This study aims to explore how k-means and 

k-medoids can be integrated by leveraging 

PCA's dimensionality reduction techniques. 

Exploring the potential for major 

improvements in establishing appropriate 

clusters for assistance recipient data therefore 

provides a more precise and efficient approach 

for aid distribution. This article will go into 

detail regarding k-means, k-medoids, and the 

importance of PCA in data dimensionality 

reduction in the next part. Furthermore, case 

studies and experimental findings will be 

examined to demonstrate how the combination 

of the three might affect the improvement of 

establishing more ideal clusters of assistance 

recipient data. 

 

 

 

MATERIAL AND METHODS 

This methodology outlines crucial 

procedures for carrying out studies that make 

use of the suggested approach to identify the 

best help target data clusters. The whole 

procedure will assist in finding valuable 

patterns in the data and direct more sensible 

choices on the distribution of aid (refer to 

Fig.1). The stages in this research methodology 

include data preprocessing, which: 
 

 

Fig. 1. Methods of research 

Dataset Preparation 
Data from stunting support programs were 

used in this study. Gather pertinent data about 

aid recipients, making sure that the 

characteristics are diverse and include details 

about the recipients' location, needs, and other 

factors that are judged significant. A total of 

1600 data records were collected from various 

Community Health Centers in the Madura 

region to acquire this information. Thirteen 

qualities in all, representing the deciding 

criteria, are contained in the data that was 

acquired.  

- Gender (Gd) 

- Occupation (Occ) 

- Education (Ed) 

- Home Ownership (HO) 

- Having Money/ Jewelry/ Livestock/ 

Other Saving (HM) 

- Roof Type (RT) 

- Waal Type (WT) 

- Floor Type (FT) 

- Source of Lighting (SoL) 

- Cooking Fuel (CF) 

- Source of Dringking Water (SoDW) 

- Have Defecation Facilities (HDF) 

- Stunting Risk (SR) 

 

 



   

  
 

 

 

Data Preprocessing 
A step in data analysis called data 

preprocessing gets the data ready for further 

processing. At this stage, two operations are 

carried out: data type conversion and data 

normalization. It is well known that data 

received in the form of categorical variables 

need additional processes to alter the ordinal 

numbers. The OrdinalEncoder function from 

scikit-learn is used in this procedure to 

transform categorical data into ordinal integers 

ranging from 0 to 𝑘 − 1 [15].  𝑘 denotes the 

number of distinct categories. 

The second procedure, if necessary, 

normalizes or standardizes the data to guarantee 

consistent scaling across all aspects. It is crucial 

to scale or normalize the data in order to ensure 

that each characteristic has an equal impact on 

the clustering outcomes since clustering 

algorithms are sensitive to different scales. The 

Min-max normalization computation (Equation 

1) was selected for data scaling. The 

normalized value of the resultant computation 

is denoted by 𝑥𝑠𝑐𝑎𝑙𝑒𝑑. 𝑥 is original value, while 

max and min represent the feature's initial 

maximum and minimum values [16]. 

 

𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥−𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛
                       (1)     

                                                                                    

Principal Component Analysis (PCA) 
One method for reducing dimensionality is 

PCA, which involves projecting data from a 

high-dimensional environment to a lower-

dimensional environment while retaining as 

much relevant information as is practical [17]. 

PCA helps reduce the number of dimensions in 

a data set with many characteristics or 

dimensions, which reduces computational 

complexity without sacrificing the significance 

of the data [18]. As a result, it reduces 

processing time and saves computer resources 

while retaining the essence or critical 

information in the processed data. This is 

accomplished by identifying a linear 

combination of data attributes (variables) that 

best characterizes the variance or dispersion in 

the data. The important of the critical 

information in the original data is kept 

throughout this procedure, but the data 

dimensionality is greatly decreased.  

The PCA technique begins the process by 

computing the covariance matrix from standard 

data to highlight the relationship between 

features since the data is ready to be analyzed 

after the preprocessing step. This computation 

seeks to determine the relationship between 

variables (Equation 2) [19]. 

 

𝑆2 =
∑ (𝑋𝑖−𝑋̅)2𝑛

𝑖=1

(𝑛−1)
                                                (2) 

                                                                                                              

Where 𝑋 is a set of n vectors, each element 

𝑋𝑖 is a data set instance, and 𝑋̅ is the average 

vector of each feature. Using this covariance 

matrix, PCA determines the eigenvalues and 

eigenvectors. Eigenvectors define the 

converted coordinate system's new axes, 

whereas eigenvalues define the degree of 

variation along each of these axes. The next 

step is to use eigenvectors associated with the 

selected principal components to convert the 

data into a reduced dimensional space. Thus, 

PCA provides for a simplified representation of 

the data while preserving crucial information 

by identifying the main components that 

contribute the most to the data's variance. 

K-Means 
A popular centroid-based clustering method 

in machine learning called K-Means divides a 

data set into 𝐾 distinct groups [20][21]. The 

cluster centers are then modified to minimize 

the total of the distances between each of the 

data points and their corresponding cluster 

centers via an iterative process in which each 

data point is allocated to the closest cluster 

based on similar qualities. The "𝐾" in k-means 

denotes the number of clusters that the 

algorithm wishes to identify in a data set. The 

first step is to assign a random centroid to each 

cluster. The centroid is then repeatedly updated 

and samples are assigned to clusters based on 

the closest Euclidean distance between the 

sample and the centroid [22]. This procedure is 

divided into two steps: first, sample 

characteristics are assigned to clusters with the 

closest centroid; Secondly, each cluster's 

centroid is adjusted to represent the mean of all 

samples inside that cluster. Until convergence, 

when the maximum number of iterations is 

achieved or the change in centroid location 

becomes insignificant, these iterations 

continue. The method aims to minimize the 

within-cluster sum of squares (WCSS) in order 

to achieve tight clustering. The Elbow 

technique finds locations where the rate of 

decline in WCSS suddenly changes, creating a 

elbow on the plot, and is frequently used to 
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determine the right number of clusters in k-

means. 

K-Medoids 
In contrast to k-means, the k-medoids 

technique focuses on using real data points as 

cluster representations, which are referred to as 

medoids [23]. The first step is to randomize the 

center point of each cluster. Following that, the 

iterative procedure begins by allocating each 

sample to the cluster with the nearest center 

point based on distance metric. After the first 

determination, one of the samples in the cluster 

with the least change in total distance from the 

center point of all samples gets its center point 

updated for each cluster. Until the center point 

does not change significantly or until the 

maximum number of iterations is achieved, this 

iteration is repeated. Finding data points that 

represent the cluster's center is the primary 

objective of the k-medoids approach in order to 

reduce the total distance between each cluster 

sample and the center point. This enables the 

development of strong, concentrated clusters on 

real data points that represent the data set's 

structure. 

Evaluation 

Silhouette Coefficient 

Silhouette Coefficient is an evaluation 

statistic used to assess the quality of the 

algorithm's clusters. This statistic compares 

how well each sample is put in its own cluster 

to other clusters. Equation 3 shows the 

Silhouette Coefficient formula for each sample 

𝑖 in the cluster [24], [25]. 

 

𝑠(𝑖) =
𝑏(𝑖)−𝑎(𝑖)

𝑚𝑎𝑥{𝑎(𝑖),𝑏(𝑖)}
                                 (3)   

                                                                                   
where 𝑎(𝑖) represents the average distance 

between sample 𝑖 and all other samples in the 

same cluster (intra-cluster distance), and 

𝑏(𝑖) represents the average distance between 

sample 𝑖 and all samples in the nearest cluster 

other than the cluster it possesses (inter-cluster 

distance). The Silhouette Coefficient value 

ranges from -1 to 1. A score near to 1 suggests 

that the sample is well put in its own cluster and 

far away from other clusters, whereas a 

negative value indicates that the sample may be 

misplaced in the cluster. 

Davies-Bouldin Index 

An evaluation metric called the Davies-

Bouldin index and the Silhouette coefficient is 

employed to rate the quality of clusters 

produced by a clustering algorithm. The 

objective is to assess how well-defined, 

compact, and well-separated the clusters are 

within the dataset [26]. Equation 4 depicts the 

Davies-Bouldin exponential formula for n 

clusters. 

 

𝐷𝐵𝐼 =
1

𝑛
∑ 𝑚𝑎𝑥𝑗≠𝑖 (

𝑠𝑖+𝑠𝑗

𝑑(𝑐𝑖,𝑐𝑗)
)𝑛

𝑖=1                     (4)        

                                                                                       
Where 𝑠𝑖 is a measure of cluster 𝑖's 

compactness computed by the average distance 

between each point in the cluster and its center, 

𝑑(𝑐𝑖, 𝑐𝑗) is the distance between the centers of 

clusters 𝑖 and 𝑗 calculated using the ecludian 

distance, and 𝑐𝑖 is the cluster center 𝑖. The 

Davies-Bouldin index determines how close 

one cluster is to another (lower values are 

preferable), with a low result indicating that the 

clusters are mutually exclusive and compact 

[27]. This index may be used to assess the 

clarity and separation of clusters, which is 

significant for assessing clustering algorithms' 

capacity to group data. The DBI evaluation aim 

is approaching zero since it demonstrates that 

the clusters are ideally distinct and compact. 

RESULT AND DISCUSSION  

Preparation of Data and PCA Variable 

Selection 
In this study, 1600 records with 13 attributes 

were processed (Tabel 1). The data has been 

standardized at the preprocessing step with 

OrdinalEncoder funtion to transform 

categorical data into ordinal integers ranging 

and min max scaler for converts data values 

into a specified range, usually 0 to 1. The 

outcomes is standardized data are shown in 

Table 2. 

The PCA algorithm is then used based on 

the preprocessing data. Starting, deciding on 

the number of features based on variance with 

the aim of considering how many features 

(main components) you want to retain based on 

variance in PCA. Fig. 2 depicts the results in the 

form of a cumulative variance plot. The graph 

depicts the amount of variation caught (on the 

y-axis) as a function of the number of 

components included (on the x-axis). This 

demonstrates how much information is kept 

when different amounts of major components 

are used. The proportion of variance explained 



   

  
 

 

 

by each main component is computed by 

dividing the component's eigenvalue by the 

total of all eigenvalues and multiplying the 

result by 100. The variance proportion plot will 

have the same shape as the eigenvalue plot.  

 

 
Fig. 2. Explained variance by components 

 

Table 3. PCA summary 

Component Eigenvalue 
Variance 

(%) 
Cummulative 
variance (%) 

PC 1 0.330821 29.092417 29.092417 
PC 2 0.165172 14.525206 43.617623 
PC 3 0.150158 13.204888 56.822511 
PC 4 0.121881 10.718240 67.540751 
PC 5 0.085624 7.529752 75.070502 

 

The graphs in Fig. 2 display the cumulative 

variance explained by the major component and 

all previous components, while the proportion 

of variance plot indicates the specific 

percentage of the total variation explained by 

each principal component. The reference point 

is the point at which the plot reaches the 

required amount of variance. The general norm 

is to keep the variance under 80%. As a result, 

this study opted to keep five components. Table 

3 displays the overall outcomes of PCA 

reduction. 

K-Means and PCA-K-Means 
Twenty clusters were assigned at random for 

selecting the clusters. The k-means and PCA-k-

means algorithms will be tested with up to 20 

clusters in this study. Next, find the optimal 

number of clusters. The Elbow technique was 

adopted to accomplish this purpose. The 

method entails inspecting the within-cluster 

sum of squares (WCSS) graph for kinks or 

elbows (Fig. 3). The portion of the graph that 

appears before the elbow usually dips abruptly, 

but the one that appears after is considerably 

smoother.  

The kink appears at the 14th cluster mark in 

the K-Means method, whereas PCA-k-means 

appears at the 17th mark. Finally, create a 

cluster visualization (Fig. 4) to help you design 

the cluster. To better comprehend the structure 

of clustered data, view cluster findings using 

the k-means and PCA-k-means algorithms. To 

assess the efficacy of the two methods 

discussed above, the silhouette coefficient and 

DBI were calculated (Fig. 5). According to the 

k-means algorithm findings, the silhouette 

score: 0.2997831266686746 and the DBI score: 

1.2838431441725384. Meanwhile, the greatest 

accuracy in the PCA-k-means method was 

obtained in the silhouette score: 

0.4900544270778146 and DBI score: 

0.8485498784977883. Fig. 5 shows that PCA-

k-means performs well in that each sample is 

assigned to its own cluster when compared to 

other clusters. This is demonstrated by a 

silhouette coefficient value of (almost 1) and a 

DBI value of (nearly 0).

 
Table 1. Original dataset 
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Table 2. Standardized data 
Gd Occ Ed HO HM RT WT FT SoL CF SoDW HDF SR 

0.0 1.000000 0.555556 1.000000 1.0 1.0 0.333333 0.75 1.000000 0.5 0.833333 0.0 0.5 

0.0 0.714286 0.555556 0.666667 0.0 0.8 0.000000 0.75 1.000000 0.5 0.833333 0.0 0.0 

1.0 0.714286 1.000000 0.666667 0.0 0.8 0.000000 1.00 1.000000 0.0 0.833333 0.0 0.5 

0.0 0.857143 1.000000 0.666667 1.0 0.6 1.000000 0.50 0.666667 0.5 0.666667 0.5 0.0 

… … … … … … … … … … … … … 

… … … … … … … … … … … … … 

 

  
(a) 

 
(b) 

Fig. 3. WCSS plot: (a) K-means; (b) PCA-k-

means 

 

(a)   

 
(b) 

Fig. 4. Visualization of clustered data: (a) K-

means; (b) PCA-k-means 

 

 
(a)

 
(b) 

Fig. 5. Evaluation measurement: (a) K-means; 

(b) PCA-k-means 

 

 



   

  
 

 

 

K-Medoids and PCA-K-Medoids 
When identifying clusters, it works in the 

same way as the k-means method. With a total 

of 20 clusters, this study intends to examine 

additional clustering techniques, particularly k-

medoids and PCA-k-medoids. The elbow 

approach is then used to identify the ideal 

number of clusters. This approach entails 

inspecting the WCSS diagram for kinks or 

bends. 

 

  
(a)

 
(b) 

Fig. 6. WCSS plot: (a) K-means; (b) PCA-k-

means 

 

Fig. 6 shows that the kink occurs at mark 5 

of the cluster in the K-Medoids algorithm, 

while PCA-K-Medoids is encountered at mark 

13. Finally, build the cluster by creating a 

cluster visualization (Fig. 7). visualize cluster 

results to understand the structure of clustered 

data better. To see the performance of the two 

algorithms above, an evaluation was carried out 

by calculating the silhouette coefficient and 

DBI (Fig. 8). The results of the K-Medoids 

algorithm, the best accuracy was obtained in 

silhouette score: 0.13489339899249003 and 

DBI score: 2.6661737967151846. Meanwhile, 

in the PCA-k-medoids algorithm, the best 

accuracy was obtained in the silhouette score: 

0.39968012202622377 and DBI score: 

0.8848653366104022. In Fig. 7 it can be seen 

that PCA-k-medoids has good performance in 

that each sample is placed in its own cluster 

compared to other clusters. This is indicated by 

a silhouette coefficient value of (close to 1) and 

a DBI value of (close to 0) 

 

 
(a)

 
(b) 

Fig. 7. Visualization of clustered data: (a) K-

means; (b) PCA-k-means 

 

(a) 
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(b) 

Fig. 8. Evaluation measurement (a):  K-

medoids; (b) PCA-k-medoids 

Discussion 

 

Fig. 9. Accuracy performance comparison   

 

All computations were performed to 

identify the best number of clusters using 

methods k-means, k-medoids, and PCA for 

dimension reduction. Fig. 5 and Fig. 8 illustrate 

the results of applying each approach using 

silhouette coefficients and DBI. Fig. 9 was 

conveniently made to compare the performance 

of each strategy. The silhouette assessment 

coefficient is used to construct this graph, and a 

value near to 1 implies that the sample is well 

situated in its own cluster and far from other 

clusters. According to the silhouette accuracy 

points in Fig. 9, PCA-k-means has a silhouette 

coefficient value close to 1. 

CONCLUSION  

The research involved a complete procedure 

that included data preparation, feature 

reduction by PCA, and testing of several 

clustering techniques. The dataset, which had 

1600 records and 13 characteristics, was 

preprocessed in which categorical data was 

converted into ordinal integers using the 

OrdinalEncoder function and then normalized 

to a defined range using the min-max scaler. 

The study used PCA to measure variance and 

identify the ideal number of components. The 

cumulative variance plot shows the information 

maintained as a function of component 

inclusion. Maintaining 80% of variance by 

picking five components. For cluster selection, 

twenty clusters were selected at random. In this 

study, k-means, k-medoids, and PCA for reduce 

dimension methods will be examined with up to 

20 clusters. Next, determine the optimal 

number of clusters. To achieve this goal, the 

Elbow method was used. The approach 

comprises looking for bends or elbows in the 

within-cluster sum of squares (WCSS) graph. 

The comparison analysis combines the 

performance of k-means, k-medoids, PCA-k-

means, and PCA-k-medoids, highlighting the 

larger silhouette coefficient seen in PCA-k-

means, which indicates greater clustering 

performance. Overall, these calculations and 

assessments aided in finding the most 

successful clustering algorithms for the dataset, 

emphasizing the power of PCA-k-means in 

creating accurate and unique clusters within the 

data structure. 
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